
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Hox gene regulation in vertebrates  
 

ABSTRACT 
The formation of the body plan of bilaterians 
involves the determination of cell identity fields 
that ultimately result in the formation of specific 
anatomical structures. Hox genes have long been 
suggested to play a critical role in this process, 
encoding transcription factors strongly active during 
development that condition cellular differentiation. 
Their function seems to be tightly associated with 
their unique mode of transcription, where the order 
of a given Hox gene, within a cluster of related 
genes, defines the time and place of expression 
during development, a phenomenon known as 
colinearity. There are punctual exceptions to this 
transcriptional behaviour, adding complexity to 
the understanding of Hox gene’s regulation and 
function. Nevertheless, the precise expression 
domains that these genes assume suggest that 
refined regulatory mechanisms, which change over 
time and place, take action to instigate a particular 
expression profile. The discovery of the principles 
that govern Hox regulation has been a challenge, 
which recently has gained new impetus with the 
increasing knowledge of the genome, its products, 
and its epigenome. A fundamental part of this 
research has been the identification of the 
“players” acting upon Hox regulation. This effort 
led to the discovery of genomic regions that act as 
promoters, enhancers or insulators of Hox gene’s 
transcription. Additionally, micro- and long-non-
coding RNAs, which contribute to the transcriptional 
or post-transcriptional control in specific cases, 
 

have been uncovered and the state-of-the-art is 
now heading towards understanding the impact  
of chromatin configuration and other epigenetic 
phenomena associated with the regulation of Hox 
gene expression and function. Here we review  
the current information available on the elements  
and mechanisms found so far to act on Hox gene 
regulation and discuss their hypothetical role in 
the evolution of the Hox-mediated developmental 
processes. 
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ABBREVIATIONS  
AP  -     anteroposterior  
CpG  -     cytosine-phosphate-guanine   

      dinucleotide 
CRE  -     cis-regulatory elements 
eRNAs  -     enhancer RNAs 
lncRNAs  -     long non-coding RNAs  
miRNAs  -     microRNAs  
Mya  -     million years ago 
ncRNAs  -     non-coding RNAs 
PD  -     proximodistal  
PG  -     paralogous group 
piRNA  -     piwi-interacting RNA 
PAR  -     promoter-associated RNAs  
R  -     round 
r  -     rhombomere 
RA -     retinoic acid 
s  -     somitomere  
siRNAs  -     small interfering RNAs 
TF  -     transcription factor 
WGD  -     whole genome duplication 
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seem to have acquired novel developmental roles 
in the course of vertebrate´s evolution, becoming, 
for example, essential for the outgrowth and 
patterning of appendicular structures, both along 
the anteroposterior (AP) and the proximodistal 
(PD) axes [3-5].  
Hox genes are present in all bilaterian genomes 
mapped up to date [6] and are characterized by a 
180 bp long conserved motif, which is transduced 
into a highly conserved 60-aminoacid sequence, 
the “homeodomain” [7]. This domain of Hox proteins 
is responsible for their binding capacity to DNA 
and RNA, but it also seems to be important in  
the determination of protein-protein interactions 
[8, 9]. The exact way by which Hox homeodomains 
find their targets within a living cell, has been 
enigmatic. Nevertheless, the apparent stochastic 
 

INTRODUCTION  
Understanding the evolutionary process that led to 
the current multitude of animal body morphologies 
is, without a doubt, one of the most fascinating 
scientific endeavours. Regarding the molecular 
basis of body pattern establishment and evolution, 
few genes assume a role as central as the Hox 
family of transcriptional factors (Figure 1). The 
discovery of these genes allowed for the description 
of a general principle for the specification of the 
body plan, along the anteroposterior axis of animals 
[1]. In animal models as different as the fruit fly 
and the mouse, experiments causing deletion or 
ectopic expression of a given Hox gene are able  
to alter the anteroposterior identity of specific 
embryonic structures, causing a modification in 
axial morphology [1, 2]. Furthermore, these genes 
 

Figure 1. Dendrogram showing the repertoire of Hox clusters in representatives of bilaterians and illustrating 
their evolution (Based on references [10, 119-122]). Hox gene clusters are thought to have developed by a process 
of duplication and divergence from primordial homeobox genes with anterior (Ant), central (Cen) and posterior 
(Pos) expression domains along the body axis. Vertebrates, such as mouse and human, present 4 clusters that may 
have derived from a single basal deuterostome cluster that suffered two rounds of whole-genome duplication (2R). 
In certain lineages of vertebrates, a third round of whole genome duplication took place (3R), as in the teleost 
lineage that has a total of 8 clusters. Note the extensive gene loss that occurred in zebrafish and the simultaneous 
conservation of regions with regulatory function, such as Mir10.  
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expression pattern is denominated spatial colinearity 
and is a well-conserved characteristic of chordates 
[24-26]. However, some exceptions were detected 
in amphioxus where Hox6 was proven to be 
expressed in a more rostral region than Hox4 [27]. 
In addition to spatial colinearity, Hox genes also 
present temporal colinearity, meaning that the 
most 3’ HoxPG are expressed, not only more 
anteriorly in the body, but also earlier than the  
5’ HoxPG. However, temporal colinearity is not 
as well conserved as spatial colinearity, as it seems 
that the highly organized vertebrate Hox cluster 
architecture is a requirement to maintain the 
sequential timing of gene expression [24, 26, 28]. 
At a cellular level, body patterning seems to result 
from the regulation of several cellular functions, 
directly by Hox genes or through their downstream 
targets. Studies performed in fruit flies and nematodes 
revealed that Hox genes are involved in the 
control of cell death, migration, affinity, size and 
proliferation. Through these processes they establish 
tissue specific characteristics [25].  
Studying the influence that Hox genes have in 
body patterning during development brought to 
light the major importance of global mechanisms 
of transcriptional regulation. Indeed, the essential 
role of Hox genes in body patterning, with their 
characteristic temporal and spatial colinearity, the 
variable expression domains during different 
developmental stages and their function in adult 
tissues, indicate that a complex regulatory network, 
operating at a transcriptional level, must be in 
place to ensure proper Hox gene expression at each 
developmental stage [17, 25, 29, 30]. It is noteworthy 
that, although most studies focus on the transcriptional 
level of Hox gene regulation, there are also evidences 
of a translational control [31].  
Thus, changes in these regulatory mechanisms 
might have led to profound variations in animal 
morphology during evolution [5]. An interesting 
example illustrating this idea was recently found 
in snakes. Contrasting with other tetrapods, these 
animals have no limbs and possess quite a 
uniform vertebral skeleton, which seems to have 
resulted, to some extent, from alterations that 
occurred throughout evolution in the Hox cis-
regulatory regions [32, 33]. Indeed, a vast amount 
of cis- and trans-acting elements, together with  
an added level of epigenetic control, interact to 

binding to the chromatin seems to be maintained 
for longer time periods with particular target 
sequences to which Hox proteins, together with 
co-activators or co-repressors of gene expression, 
bind to exert their biological function [9].  
Throughout the evolutionary history of 
deuterostomes, Hox genes suffered considerable 
modifications both in number and genomic 
organization, as revealed by analysis performed in 
invertebrates and basal vertebrate lineages [10]. 
Curiously, an evolutionary tendency to generate 
clustered Hox genes, with the same transcriptional 
orientation, seems to accompany the increase in 
body plan complexity (Figure 1). Hox gene evolution, 
in most vertebrate lineages, seems to have culminated 
in four clusters per genome, named as HoxA, B, C 
and D (Figure 1). It has long been hypothesized 
that these clusters appeared due to two rounds 
(1R/2R) of whole genome duplication (WGD) that 
occurred during early vertebrate evolution, over 
525 Mya [11]. More recently, approximately 350 
Mya, an extra third round of whole genome 
duplication (3R) seems to have occurred in the 
common ancestor of more than 26,000 species of 
teleost [12] (Figure 1). The same phenomenon seems 
to have happened independently in basal vertebrate 
lineages, such as the one comprising the lampreys 
[13]. 
Body regionalization is a fundamental biological 
function of Hox genes and they do so in a fashion 
that recapitulates their genomic organization, 
meaning that the most anterior genes in a cluster 
exert a major role in the patterning of the anterior 
portion of the body while the posterior genes  
are responsible for guiding the regionalization of 
the most distal parts [14]. For example, members 
of the HoxPG1 (paralogous group) and PG2 in 
mammals are expressed in the developing brain 
[15-17]; HoxPG3, PG4 and PG5 are involved in 
the patterning of the cervical skeleton [18, 19]; 
HoxPG6 is responsible for controlling rib cage 
formation [20]; HoxPG9 seem to be essential for 
the development of floating ribs [19]; HoxPG10 
inhibit rib formation; HoxPG11 controls the 
development of the sacrum; and HoxPG13 appear 
to be involved in the control of body length [17]. 
The HoxA and HoxD 9-13 paralogues are also key 
players in the anteroposterior and proximodistal 
fin/limb patterning [21-23]. This characteristic
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also for zebrafish hoxb4a [54]. Further complexity 
was found for mouse Hoxa5 that seems to be 
activated by three distinct promoters [44], a 
feature shared with the zebrafish hoxb3a [54]. 
Moreover, situations where distinct Hox genes 
share a promoter also occur, in the zebrafish 
hoxb3a and hoxb4a, which supposedly ensure the 
overlapping and tissue-specific expression of both 
genes in the posterior hindbrain and spinal cord 
[54]. 
The presence of multiple promoters (Table 1) 
hints that each may specify different expression 
domains by displaying different sensitivities to 
retinoic acid (RA), or binding to different 
transcriptional factors. This was indeed observed 
for mouse Hoxd4 promoters, with Promoter 1 (P1) 
being the sole responsible for transcription in the 
most anterior domains of Hoxd4 expression in the 
hindbrain (r6/7 boundary) while P2 mediated 
expression in the hindbrain is more caudal and 
diffuse [45]. These two promoters also display 
different sensitivity to RA [45]. The human 
HOXD4 gene also exhibits two promoters, a distal 
one, located 1142 bp upstream of the transcription 
starting site, and a proximal one, that is distanced 
by 20 bp from the ATG site [45, 52]. Curiously, 
the human distal promoter shows conservation 
with the mouse P1 promoter, but no similarity was 
found between the human proximal promoter and 
the mouse regulatory sequences [45]. Also, sequence 
comparison revealed that the P1 promoter described 
in mice seems to be conserved in zebrafish [51]. 
Moreover, an auto-regulatory element (ARE) and 
two RA response elements (RARE) involved in 
HOXD4 regulation are conserved, as indicated by 
sequence comparison, among human, mouse and 
zebrafish [45, 51]. The human promoters appear 
to be regulated in a tissue- and stage-specific 
manner, and display different sensitivity to RA 
induction [52, 55]. 
Other promoters were also shown to provide 
tissue/stage specific expression information, as is 
the case of Hoxb6 promoter, which has the 
capacity of directing the expression in the anterior 
and posterior regions of hindlimbs, the posterior 
region of forelimbs, and the ventrolateral regions 
of the limb buds, during development [41]. The 
Hox gene expression specificity is also aided by 
promoter negative regulators, putative inhibitors, 

ensure the correct time and space boundaries of 
Hox gene transcription [34, 35]. Our understanding 
of Hox gene regulation is currently expanding, 
taking advantage from the emerging knowledge  
of the whole genome in several organisms, and 
the development of novel technologies that allow 
identification of DNA and protein interactions 
[36]. Driven by these questions, we propose to 
synthesize the latest research regarding the genetic 
and epigenetic control of Hox gene expression and 
explore how this impacts embryonic development 
and the genesis of morphological innovations 
throughout evolution. 
 
1. Cis-regulation of the Hox clusters  
In global terms, transcriptional regulation is 
mediated by cis-regulatory elements (CREs) that 
are bound by transcriptional factors able to 
interact with RNA polymerases and potentiate 
their interaction with gene promoter regions. 
Interestingly, Hox clusters have been one of the 
favoured systems to study these interactions and 
to explore the function of different CREs on gene 
regulation, a challenging task involving multiple 
experimental and computational tools [37]. Indeed, 
the global cis-transcriptional control of Hox clusters 
might explain their tendency to conserve their 
genomic arrangement and expression during evolution 
[38]. A considerable progress has been achieved 
concerning the identification and characterization  
of Hox cluster associated CREs that includes 
promoters, enhancers and insulators.  

a) Promoters 
Regarding the described Hox gene promoters 
(Table 1), cases were found where a single 
promoter is sufficient to activate transcription 
throughout development, such as in mouse Hoxb1 
[39], Hoxc4 [40], Hoxb6 [41], Hoxa7 [42] and 
Hoxd9 [43]. For this last gene, the promoter has a 
modular nature, being composed of at least two 
separated elements [43]. However, more than one 
promoter may regulate a particular gene, acting 
concomitantly or differentially in a specific tissue 
or developmental stage [44, 45]. As such, two 
promoters were found to act on mouse Hoxb3  
[46, 47], Hoxa4 [48], Hoxb4 [49], Hoxd4 [50] and 
Hoxc6 [50]. The same scenario was found for 
human HOXD4 [45, 51, 52] and HOXC5 [53], and
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  Table 1. Information on the Cis-regulatory elements (CREs) found in zebrafish, mouse and human. Asterisk (*) 
indicates situations in which enhancer elements were suggested to also contribute to the expression profiles. 
References (Ref.) indicated in the last column. 

Organism Gene CREs Genomic location Observations Ref. 
 Proximal  
 promoter 

360 bp upstream the gene’s 
starting site 

Inducer of Hoxa4 expression 

Mouse Hoxa4  Distal   
 promoter 

2000 bp range upstream       
or in the 725 bp region 
downstream of the gene’s 
starting site 

Mediator of Hoxa4 expression  
in response to RA 

[48] 

 Proximal  
 promoter  
 (P1) 

Near the gene’s starting site Promoter of the most abundant 
transcripts 

Mouse Hoxa5 
 Distal   
 promoter   
 (D1) 

Hoxa6’s putative promoter Inducer of bicistronic RNAs 
containing Hoxa5 and Hoxa6 
information 

[44] 

 Proximal   
 promoter   
 (P1) 

Hoxb3 second intron Specifies expression in neural 
tube   

Mouse Hoxb3 
 Distal   
 promoter   
 (D1) 

17 kb upstream of the 
proximal promoter 

Specifies expression in neural 
tube, mesoderm and forelimb*   

[46] 

 P1  Upstream of hoxb3a exon 4 Mediator of expression within 
the central nervous system 

 P2 Upstream of hoxb4a exon 1 Produce bicistronic RNA 
(hoxb3a and hoxb4a) and 
mediates expression within the 
spinal cord and in mesodermal 
cells 

Zebrafish hoxb3a 

 P3 Partially overlaps with 
hoxb3a exon 2 

Mediates expression at r4. 

[54] 

 P1 Upstream of  hoxb4a exon 2 Mediator of expression in the 
central nervous system and 
mesodermal cells 

Zebrafish hoxb4a  P2  Upstream of hoxb4a exon 1 Produce bicistronic RNA 
(hoxb3a and hoxb4a) and 
mediates expression within the 
spinal cord and in mesodermal 
cells 

[54] 

Mouse Hoxb6  Promoter 3.6 kb range upstream of 
Hoxb6 starting site 

Specifies expression in 
hindlimbs and forelimbs   

[41] 

 Promoter 1  
 (P1) 

1.1 kb upstream of the  
coding region 

Promoter of the most anterior 
domains of Hoxd4 expression        
in the hindbrain 

Mouse Hoxd4 
 Promoter 2   
 (P2) 

5.2 kb upstream of the  
coding region 

Mediation of expression is         
in more caudal and diffuse 
domains in comparison with P1. 

[45] 

 Proximal   20 bp away from the   
starting site  

Human HOXD4 
 Distal   1142 bp upstream of the 

gene’s starting site 

Promoters are regulated in a 
tissue/stage specific manner; 
they have different sensitivity        
to RA induction 

[52] 
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by evaluating how they vary with modifications in 
the intergenic regions length that occurred in 
particular lineages of vertebrates.  

b) Enhancers 
Enhancers are DNA sequences that contain short 
motifs acting as recognition sites for transcriptional 
factors, which upon binding recruit other proteins 
that will modulate the transcriptional activity of 
the enhancer’s target gene or genes [58]. These 
cis-acting elements act independently of distance 
and orientation with respect to the targets, and 
assume a modular nature, where each element 
contributes additively to the complete gene expression 
pattern. Furthermore enhancers are associated with 
nucleosome devoid chromatin and their flanking 
chromatin regions are usually enriched with the 
H3K4me1 (Histone 3 lysine 4 monomethylation) 
and H3K27ac (Histone 3 lysine 27 acetylation) 
histone marks [58]. 
The dynamic expression patterns that Hox genes 
present during embryonic development has long 
suggested sophisticated mechanisms of transcriptional 
regulation, able to modulate their levels over time 
with tissue-selectivity [2]. Transgenic assays, 
particularly in mice, revealed that indeed a quite 
complex enhancer network is in place during Hox 
gene transcription to direct their expression in a 
tissue and stage specific manner. For instance, three 
distinct enhancers were implied in the regulation 
of Hoxa1 and Hoxa2 during early murine craniofacial 
development [59]. Enhancer-I, located within Hoxa2 
region, seems to act upon Hoxa1 transcription in its 
most anterior expression domain, the dorsal region 
of r4. This enhancer may also be implied in Hoxa2 
expression itself, directing its transcription in that 
rhombomere. However, it remains unknown if  
this cis-regulatory element acts on each gene 
independently or rather simultaneously [59]. 
Enhancer-II directs majorly Hoxa2 expression in r2. 
However, it also seems to be responsible for both 
Hoxa2 and Hoxa1 transcriptional activation in the 
rostral somites. Curiously there is some evidence 
that enhancer-II has been conserved since the 
divergence of chordates, as this element, and 
possibly some of its upstream regulators, can direct 
Hoxa2/probocipedia expression in a restricted 
rostral region, in mouse and Drosophila. 
Enhancer-III is active in the notochord, floor plate 
and gut epithelium, and its characteristic RARE

as reported for Hoxb4. Besides the two promoters 
(P1 and P2), other cis-regulatory sequences were 
also identified near the promoters of Hoxb4 gene 
and were denominated a, b, c and d. The c element 
was suggested to be a putative enhancer requested 
to activate the Hoxb4 promoter, while a, b and d 
seem to act as negative regulators revealing cell 
specific activity [49]. The only other case known 
of a possible inhibitor comes from the Hoxc8 
gene, where a negatively acting element was shown 
to be able to suppress reporter gene expression in the 
developing spinal ganglia of transgenic mice [56]. 
Hox gene’s promoter-mediated transcription has 
an additional degree of complexity, as above 
mentioned for the zebrafish, where some genes 
form transcriptional units by co-option of the 
same promoter. For instance, it was shown that  
in the case of Hoxa5, a proximal promoter (P1) 
drives expression of the most abundant transcript, 
and two distal promoters D1 (the Hoxa6’s putative 
promoter) and D2 (located downstream of the 3’ 
end of Hoxa7) originate bicistronic RNAs, containing 
both Hoxa5 and Hoxa6 transcriptional information 
[44]. The human HOXC4, -C5 and -C6 have also 
been shown to form a transcriptional unit [57]. 
These three genes are simultaneously transcribed 
from the same major upstream promoter, into a 
polycistronic pre-mRNA, that is then alternatively 
spliced to produce the different mature mRNAs. 
However, this finding does not exclude the 
possibility that each gene possesses an individual 
promoter that mediates a transcriptional response 
in a more tissue- and/or stage-specific manner [57], 
as is the case of the identified HOXC5 proximal 
promoter [53]. 
In summary, a striking observation comes from 
the above-mentioned studies: Hox gene promoters 
can account for the temporal and spatial specificity 
of Hox gene expression in vertebrates as divergent 
as mammals and teleosts. In fact, specific promoters, 
or a particular combination of them, were found  
to regulate Hox transcription in particular groups 
of cells, during precise developmental times. The 
challenge now is to discover how this promoter-
based regulation evolved and how this relates to 
the morphological innovations of vertebrates. It 
would also be relevant to gain insight on how the 
recruitment of promoters is related to evolutionary 
changes in the Hox clusters themselves, for example 
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indirectly, as it is a consequence of para-regulation 
by the RA responsive Hoxa1 and Hoxb1 genes [65]. 
Hoxb3 has a quite complex cis-regulatory network 
that seems to comprise an additional promoter and 
four regulatory elements, including some previously 
implied in Hoxb4 regulation, located between  
the promoters P1 and P2 [46]. These regulatory 
elements (I, III, IV, and V) are responsible for 
setting the different boundaries of Hoxb3 expression. 
For instance, element Va is a major mesoderm-
specific element, which has the capacity of 
directing Hoxb3 expression in all somites, with 
the exception of the first pair, and establishes the 
vertebrae C1 expression domain at E12.5 in mice. 
Besides Va, elements IIIa and IVb also have 
activity in the paraxial mesoderm expression of 
Hoxb3, with IIIa controlling expression from the 
newly condensed somitomere up to the last 6 
somites and IVb regulating expression up to 
somite 6 [46]. Elements Ib, IVb, and Va are also 
implied in limb development where each element 
establishes a specific expression pattern in a stage 
dependent manner. The regulatory elements Ib, 
IIIa, IVb, and Va are also important in establishing 
Hoxb3 transcription in a wide range of mesodermal 
derived tissues that display Hoxb3 endogenous 
expression. Moreover, the initial wave and anterior 
domains of Hoxb3 transcription are set by elements 
IIIa, IVa and the element-I´s RA responsive early 
neural enhancer, which acts on P2 to establish the 
r6/7 anterior limit. The rhombomeric expression 
of Hoxb4 is induced by the same RA responsive 
elements [66, 67]. The late stage and posterior 
expression is only determined by an autoregulatory 
element-I component, the late neural enhancer, 
also known as the CR3 element, which controls 
Hoxb4 [46, 66]. Additionally, in mouse and 
zebrafish the expression of Hoxb3/Hoxb3a in the 
r5 boundary is controlled by an enhancer that 
contains binding sites for Krox-20 (KroxB), 
Kreisler and Pbx/Hox transcription factors [54].  
Besides the promoters, ARE, and RARE that 
regulate Hoxd4 transcription, several enhancers 
have been reported to be essential in the 
establishment of Hoxd4 expression at the neuronal 
and mesodermal boundaries [68]. For instance, 
the human HOXD4 neuronal expression limits are 
set by two enhancers, one located in the 5’ direction 
of the ATG starting site that mediates neural-
specific expression and a composed 3’ located 

element is essential to drive Hoxa1 expression in 
r5, and possibly r6. Regarding the r2 boundary of 
Hoxa2 expression, a very curious regulatory module 
was discovered. It contains five elements and two 
Sox protein binding regions. What is interesting in 
these CREs is the fact that they are located within 
the coding region of the Hoxa2 second exon, which 
places the second exon under an evolutionary 
constrain for both a coding and regulatory function, 
possibly contributing to the high cross-species 
conservation detected for this particular enhancer 
[60].  
Beside enhancers-I and -II, Hoxa2 is regulated by 
other cis-acting elements, such as a compound 
enhancer, formed by four distinct interacting 
elements, that is responsive to the AP-2 family of 
transcriptional factors and directs Hoxa2 expression 
in cranial neural crest cells [61]. Furthermore, 
Nonchev et al. described the presence of a 
Krox20-responsive enhancer located in the intergenic 
region between Hoxa2 and Hoxa3 that has the 
capacity of establishing the r3 an r5 expression 
domains of Hoxa2 [62]. Curiously, a Krox20-
responsive enhancer, that has the capacity of directing 
expression to the r3 and r5 domains, was also 
found in Hoxb2 [63], denoting some regulatory 
similarity between paralogous Hox genes. 
For Hoxb1, one of the Hoxa1 paralogues, the 
enhancer-driven expression is set by a different 
complement of elements. In fact, the transcription 
of this gene is controlled by an enhancer located 
5’ to the transcription initiation site and a RARE 
element located 3’ of the gene. The 5’ enhancer 
was shown to have an auto- and para-regulatory 
binding site, where Hoxa1 and Hoxb1 binding 
help to delimit the r4 expression boundary while 
Hoxb1 alone is required to ensure high Hoxb1 
expression levels [64]. The RARE element seems 
to be essential to trigger a proper early Hoxb1 
transcription. Not surprisingly, a RARE is also 
present in the 3’ region after the Hoxa1 gene and 
mediates the early expression of this gene, which 
will then exert its para-regulatory function on 
Hoxb1 [64]. Moreover, Hoxa1 and Hoxb1 also 
exert a para-regulatory role upon Hoxb2, through 
interaction with a Hoxb2 enhancer located in the 
5’ region of its transcription starting site that 
possess a Pbx/Hox binding sequence. Notably, the 
Hoxb2 response mediated by RA is achieved 
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were also identified elsewhere. One of them is 
located near the 5’ neuronal enhancer and a third 
one is present in Hoxb4 intronic region, which 
seems to regulate expression at both neural and 
somitic mesodermal limits (s6/7) [68]. 
Hoxa4 also possesses a 3’ region with a RARE 
and 5’ region neuronal enhancers. Although the 3’ 
regulatory element does not have the capacity to 
specify the r6/7 limit of Hoxa4 expression, being 
responsible for neuronal-specific Hoxa4 expression, 
while the 5’ enhancer provides the r6/7 expression 
limits information [68]. Two enhancers determine 
the Hoxa4 mesodermal expression pattern: one 
located near the 3’ neuronal enhancer and the other 
near the 5’ neuronal enhancer. Both mesodermal 
enhancers have the capacity to specify the s7/8 
limits of Hoxa4 expression [68]. 
Hoxa7 expression boundaries are also determined 
by several enhancers, which act upon the promoter 
of this gene to restrict its expression to the appropriate 
tissues in a stage specific manner. Three enhancers 
were identified for this gene, referred to as A, B 
and C. Element A has a dual function as it seems 
that this enhancer is important to maintain high 
expression levels of Hoxa7 and also to determine 
the anterior Hoxa7 expression border. Element B 
is essential in the establishment of the posterior 
expression boundary in the mesoderm and in the 
ectoderm. This element also provides lineage 
restriction information, as it is responsible for 
limiting Hoxa7 expression to sclerotomal cells 
and restricts Hoxa7 expression to the ventral half 
of the neural tube. Finally, element C is responsible 
for confining Hoxa7 expression in pre-vertebrae [42]. 
In a study done by Anand et al., an interesting 
point was highlighted regarding Hoxc8 early 
enhancers. This team showed that a Hoxc8 enhancer 
controls the initiation and establishment of this 
gene’s expression in the posterior regions of the 
neural tube and mesoderm [71]. In mouse, this 
enhancer is composed of five elements (A to E) 
that possess potential binding sites for caudal, 
Hox, fork-head and the high mobility group/box 
of transcriptional factors. The elements A to D 
seem to be well conserved in zebrafish and 
pufferfish, in contrast with the region that 
encompasses element E [71]. Reporter assays 
done in mouse showed some variations in the 
expression domain dictated by the enhancers of 
each species; although the mouse, zebrafish and
 

enhancer that is essential to establish the r6/7 
expression limits. This 3’ enhancer is in turn formed 
by two elements, a 3’ component that mediates 
neural specificity, and a 5’ element that is responsible 
for setting the anterior HOXD4 expression boundary 
at r6/7 [68]. The enhancers of the 3’ region are 
conserved in mouse Hoxd4 [68] and in zebrafish 
Hoxd4a [51] genes. Human, mouse and zebrafish 
3’ enhancers and human and mouse 5’ enhancer 
possess an RA response element that is essential 
for initiation and maintenance of Hoxd4 expression 
in the hindbrain [51, 68, 69]. Moreover, Morrison 
et al. reported the existence of other two enhancers 
in human and mice, flanking each side of the 3’ 
neuronal enhancer, which are responsible for 
establishing the mesodermal expression of HOXD4. 
Both mesodermal enhancers possess the capacity 
to promote expression up to the proper s5/6 junction 
[68, 70].   
In the mouse Hoxb4 paralogue, a 3’ region with  
a RARE and 5’ region with neuronal enhancers 
were also identified, where they determine the r6/7 
boundary and neuronal-specific Hoxb4 expression, 
respectively [66, 68]. The 3’ neural enhancer contains 
two conserved regions (CR2 and CR3). CR3 is the 
most downstream of the two elements and is Hox-
responsive, responding to auto- and para-regulatory 
feedback from a range of HOX proteins. This 
enhancer is sufficient to direct the late phase of 
neural expression of Hoxb4 and precisely defines 
the r6/7 expression position [66] and is also 
functionally conserved in zebrafish Hoxb4a [54]. 
An enhancer implied in the early expression of 
Hoxb4 was also identified further downstream of 
CR3 and found to restrict the expression in the 
neural tube, extending up to the future r6/7 boundary 
and mirroring the early phase of HOXB4 expression 
[66]. Both early and late phase enhancers are 
responsive to RA, but they show different sensitivity, 
with the early enhancer being rapidly induced in 
a transient manner and the late enhancer being 
activated later, but producing a sustained response 
[66]. No relevant sequence similarities were detected 
between Hoxd4 and Hoxb4 3’ enhancers, implying 
that, if the similar function of this 3’ neuronal 
enhancer is derived from a common ancestral 
regulatory sequence, its current function is 
mediated by small dispersed motifs [68]. A single 
mesodermal enhancer was detected near the 3’ 
neural enhancer, but other mesodermal enhancers
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most posterior HoxD genes only interact with their 
respective 3’ and 5’ regulatory landscapes while 
central genes, such as Hoxd9, Hoxd10 and Hoxd11, 
can interact with both regulatory landscapes, 
depending on which is active at the time [14]. A 
similar bimodal regulatory system seems to be 
required to regulate the HoxA cluster during limb 
development [14]. Further studies in mouse revealed 
that the late phase of 5’ HoxD gene expression is 
indeed mediated by five distinct regulatory islands, 
which contact with each other, and with the 
5’HoxD genes, in particular time points [72]. The 
most downstream island (CsC), located between 
Lnp and Evx2, is a tetrapod specific enhancer. 
Regarding the remaining islands (I to V), it was 
found, so far, that islands II, III and V are widespread 
in vertebrates while islands I and IV are tetrapod 
specific [73]. This discovery is truly remarkable 
as it suggests that autopod evolution might have 
arisen as a result of the elaboration of HoxD and 
HoxA regulatory landscape [5, 14, 73] (Figure 2). 
 
  
 

pufferfish enhancers drive Hoxc8 expression in 
the posterior neural tube and mesoderm, they do 
so at different boundaries, adding evidence to the 
hypothesis that elaboration/remodelling of the CREs 
that control Hox gene expression was important to 
generate morphological diversity across species [71].
In the context of limb development, the HoxD 
cluster has been providing valuable information 
on how cis-regulatory elements located outside of 
the Hox cluster interfere with the expression of its 
constitutive genes. Indeed, during the development 
of these appendages, two phases of HoxD gene 
expression take place, which relate with the 
formation of distinct anatomical structures. The 
initial phase leads to the patterning of arm and 
forearm and is regulated by a 3’ (telomeric) regulatory 
landscape (Figure 2). The late phase, crucial for 
autopod development, is characterized by the 
expression of Hoxd10 to Hoxd13 and is under 
control of 5’ (centromeric) cis-regulatory elements 
[14, 72] (Figure 2). The most anterior and the 
 

Figure 2. Hoxd regulatory landscapes involved in appendage development in zebrafish and mouse. Based on 
references [2, 73]. Expression of Hoxd13 paralogues is represented in dark blue in the developing fins and limbs 
outlined. An initial phase of HoxD gene transcription, regulated by CREs in the telomeric (Tel) side of the cluster, 
occurs during the formation of fins and limbs. Then, CREs situated centromeric (Cen) to the cluster activate a late 
phase of expression, which has been associated with autopod development in mouse. Note the missing of cis-
regulatory regions I, IV and CsC in zebrafish, which may account for the expression pattern variations detected 
between these two species. 
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A third insulator unit, also located in the Evx2-
Hoxd13 intergenic region, was similarly implied 
in the distinction of Evx2 and Hod13 expression 
domains in the early central nervous system. This 
element shows an outstanding conservation in 
bilaterians, being detected in animals as divergent 
as humans and fruit flies. Its mechanism of action 
has been revealed in Drosophila, where it exerts 
its function through binding of the GAGA insulating 
factor to GA repeats [77]. The vertebrates’ GAGA 
factor homolog also seems to be important in the 
establishment of the proper Hox gene expression 
domains, as recently demonstrated by high-resolution 
chromatin immuno-precipitation Chip-on-Chip tiling 
arrays. This technique revealed the presence of 
histone-3 free regions in almost all intergenic 
regions of the Hox clusters, which are associated 
with the vertebrate GAGA factor. These regions 
display significant enhancer-blocking activity in 
human cells, suggesting a scenario where Hox gene 
expression is regulated by the distinct chromatin 
domains of each gene [78].  
In summary, several insulators have been shown 
so far to have a determinant impact on Hox gene 
transcription by interfering with the range of action 
of their enhancers. It is interesting to notice their 
involvement in the transcriptional regulation of  
5’ HoxD genes during tetrapod limb development, 
which leads to question what might have been the 
phylogenetic origin of these elements and if that 
relates to the emergence of limbs in the tetrapod 
lineage. 
 
2. Trans-regulators of Hox gene transcription 
The transcription of a gene is influenced not only 
by CREs, but also by the so-called trans-regulation, 
which is defined as the action that nuclear-based 
molecules exert upon the cis elements. Over the 
last few years, several Hox gene trans-regulators 
have started to be characterized [25]. Indeed, Hox 
genes can be regulated by variable transcriptional 
factors (Tfs), including KROX20, KRML1, AP-2 
proteins, Cdx, Hox proteins themselves, and retinoic 
acid [25, 69, 79]. These molecules bind to specific 
promoter/enhancer sequences to direct Hox gene 
expression in the appropriate time/space domains 
during development. Krox20 encodes a zinc-finger 
Tf that, through regulation of its downstream 
targets, plays a particularly significant role in the 
 
 
 

Taking into account what is presented above, a 
new paradigm arises in Hox-related studies, which 
emphasizes the importance of their cis-regulation 
for the dynamic transcriptional modulation of these 
genes throughout development. This research will 
most likely clarify the impact that addition/ 
restructuration of Hox CREs had in the determination 
of the Hox expression patterns and on how 
variations in these regulatory processes contributed 
to the extant cross-species morphologic variability.  

c) Insulators 
Insulators are another example of cis-acting elements, 
however unlike enhancers, these elements are involved 
in the compartmentalization of chromosome regions 
into independent transcriptional units. This is the 
reason why insulators are also known as boundary 
elements [74]. The classic view on their mechanisms 
of action states that these elements block enhancers’ 
activity, impeding their access to gene promoters [74]. 
Within the Hox genes, insulators have been 
described with more detail for the HoxD cluster, 
where they are implied in restricting the transcription 
to specific sets of HoxD genes within a tissue. An 
interesting example emerged with a study of 
HoxD genes in the context of limb development. 
Prior to the development of the autopod in these 
appendages, Hoxd10-13 are expressed in the distal 
portion of the developing limb buds, however 
Hoxd10 and Hoxd11 are also required for proper 
development of the ileo-coecal sphincter [75]. 
These distinct expression domains of Hoxd10 and 
Hoxd11 are set by a polar insulator, discovered  
by inversion of the regions between Hoxd13 and 
Hoxd10 genes, which include Hoxd11 and Hoxd12 
transcriptional units. This cis-acting element 
seems to be involved in the determination of the 
number of genes that respond to a given regulatory 
landscape [75].   
Another insulator was suggested to be determinant 
in the time-space separation of Hoxd13 and Evx2 
expression domains during the development of 
limbs, external genitalia and brain. This insulator, 
located within the Evx2-Hoxd13 intergenic region 
is composed of two units: one that possesses the 
blocker activity and a second one that drives tissue 
specificity [74]. Those two units are conserved 
between mouse and chicken and at least one of 
them is also present in the zebrafish genome [76].  
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

enhanced by hetero-dimerization with members of 
the PBX/EXD family and several studies have 
revealed that in vivo functional Hox binding sites 
are co-localized with PBX-binding consensus 
sequences [29, 65]. 
As a fundamental morphogen during embryonic 
development, retinoic acid assumes a critical role 
in the regulation of Hox genes that ultimately 
specify the AP identity of the main body axis and 
the PD identity of secondary appendicular structures, 
such as limbs and genitalia [86-89]. This small 
lipophilic molecule regulates gene expression by 
binding to retinoic acid nuclear receptors (RAR), 
which in turn are bound to retinoic acid response 
elements (RARE). As previously mentioned, these 
RARES have been found to regulate several Hox 
genes such as Hoxa1, Hoxb1, Hoxa4, Hoxb4, and 
Hoxd4 [69]. 
From an evolutionary perspective, it would be 
interesting in the future to gain further insight on 
the Hox trans-regulation in other vertebrate groups. 
For example, the recruitment of AP-2 family 
members as trans-regulators of Hoxa2 expression 
might have been relevant for the origin of the 
jaws, a characteristic feature of the gnathostome 
lineage. Similarly, the involvement of Cdx proteins 
in the definition of the AP expression of some 
Hox genes may help to explain the diversification 
of the axial structures in vertebrates. Therefore, it 
might be quite informative to explore the phylogenetic 
origin of these trans-regulatory mechanisms.  
 
3. Epigenetics and Hox gene regulation 
Epigenetics is defined as a group of heritable changes 
that control gene expression by mechanisms that 
exclude the underlying DNA sequence. Most of 
these processes control the accessibility of the 
DNA to other proteins through implementation of 
a condensed or relaxed chromatic state that will 
repress or facilitate gene expression [90]. To date, 
several epigenetic processes have been identified, 
those being histone modification, chromatin 
remodelling, DNA methylation and gene nuclear 
positioning. Histone modification contributes to 
gene expression regulation through post-translational 
modifications that include methylation, acetylation, 
phosphorylation, ubiquitylation, and sumolyation, 
which cause different epigenetic responses [91]. 
Another fundamental epigenetic phenomenon during 
 

establishment of odd-numbered rhombomeres, with 
a crucial function in the formation, and following 
delimitation, of r3 and r5 territories, as shown in 
chicken embryos [80]. It is in these rhombomere 
territories that Krox20 exerts its regulatory function 
upon Hox genes. This Tf acts as a positive regulator 
of Hoxa2 [81] and Hoxb2 [63] in mouse r3 and 
r5, and, by interaction with PIASxβ, regulates 
negatively Hoxb1 as shown in chicken embryos 
[80]. Krml1, in turn, is a large Maf bZIP (basic 
leucine zipper) Tf equally involved in hindbrain 
segmentation that binds to enhancers that regulate 
Hoxa3 expression in r5 and r6, and Hoxb3 expression 
in r5 [82]. The AP-2 family of Tfs is yet another 
example of a trans-acting regulator of Hox genes. 
This family of proteins is required for proper 
craniofacial patterning [79] and three of their 
members (AP-2α, AP-2β and AP-2.2) are able to 
bind a Hoxa2 enhancer and promote its expression 
in the cranial neural-crest cells, with a fundamental 
impact for the development of the jaws [61, 70].  
As mentioned above, Hox genes are also regulated 
by homeobox-containing Tfs, such as Cdx and 
Hox proteins themselves [69, 83]. Cdx genes are 
important modulators of the AP identity along the 
body, with a crucial role in promoting posterior 
tissue expansion, as revealed by studies performed 
in mouse and zebrafish [83]. Part of the AP 
patterning mediated by Cdx genes is achieved 
through regulation of downstream central Hox 
genes. Indeed, Cdx regulates Hoxb8 expression 
through interaction with its enhancer region [29] 
and Hoxa7 expression through direct binding to 
its promoter [84]. However, the set of Hox genes 
regulated by Cdx may be larger and encompass 
most Hox genes involved in the AP patterning 
[84, 85]. The Hox regulation by Hox encoded 
proteins occurs in an auto- and/or para-regulatory 
fashion [69], as illustrated by the case of Hoxb1 
[64]. One of the enhancers of this Hox gene 
possess an auto- and para-regulatory binding site, 
where binding of Hoxa1 and Hoxb1 help to 
delimit the expression in the r4 boundary, while 
Hoxb1 alone is required to ensure high Hoxb1 
expression levels [64]. Examples of other genes 
regulated by Hox proteins are Hoxb2, Hoxa4, 
Hoxb4 and Hoxd4 [69]. It is noteworthy that the 
efficiency of most Hox proteins to bind DNA is
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segment, where its transcriptional activity is high 
[90]. However, such looping does not occur in the 
r5 domain where Hoxb1 is not expressed. Looping 
out was also observed for genes in the 3’ and 5’ 
end of the HoxB cluster in the tail bud, where they 
are transcriptionally active. After increased exposure 
caused by looping, 3’ HoxB genes were shown to 
assume their non-looped out state while 5’ located 
genes remain with higher exposure [90]. A very 
interesting study revealed, for the HoxA cluster, 
that higher-order chromatin organization is 
regulated by the insulator protein CCCTC-binding 
factor (CTCF) and cohesin [94]. Kim et al.  
that CTCF is required for restriction of HoxA 
heterochromatic domains, and that loading of cohesin 
into CTCF-binding sites is necessary for higher-
order loops formation and proper HoxA gene 
expression [94]. Histone H1 was also proven to be 
an important player in the control of Hox gene 
expression, through regulation of chromatin higher-
order, as shown by Hox decreased expression when 
histone H1 is depleted from the mouse genome [95]. 
Gene regulation mediated by DNA methylation is 
achieved by cytosine’s methylation in promoters. 
This process represses gene expression by inhibiting 
transcription factor binding or by promoting the 
recruitment of repressor proteins that contain 
methyl-binding domains [90]. The inverse, promoter 
demethylation and consequent facilitation of gene 
transcriptional activation, also occurs. Curiously, 
CpG methylation might also aid the transcriptional 
activity of a given gene, if such methylation occurs 
within the gene body, as a positive correlation 
between those events was found [96].  
The role of DNA methylation in the control of 
Hox gene expression during development is still 
unclear. Although, in a paper published by 
Terranova et al. [97], where the developmental 
role of Mll was explored, this team reported the 
occurrence of several skeletal defects in ΔSET 
mutant mice. These defects are caused by altered 
Hox transcriptional levels, which in turn are 
associated with decreased H3K4me1 levels and 
altered DNA methylation patterns at the same loci 
[97]. Furthermore, data coming from oncobiology 
studies strongly suggest that this level of epigenetic 
control is indeed important in Hox gene regulation. 
For instance, in cell lines derived from mixed-
lineage leukemia (MLL), the hypomethylation of 

development is chromatin remodelling, which is 
caused by histone modifications, several enzymes, 
microRNAs and small interfering RNAs [90, 91].  
Given the complexity of the Hox expression 
patterns during development, with the required 
and characteristic temporal and spatial colinearity, 
it is not surprising the requirement of a proper 
epigenetic regulation to ensure appropriate levels 
of transcription. An interesting epigenetic event 
occurs during early development assuring Hox 
gene silencing that then maintains the cells in an 
undifferentiated state. This process has been 
associated with a “bivalent” chromatin configuration, 
which is characterized by the simultaneous presence 
of repressive (H3K27me) and permissive (H3K4me) 
histone marks [90]. When Hox expression is 
required, the bivalent chromatic signature is resolved. 
At that point, it was shown that permissive 
chromatic states are implemented by TrxG proteins, 
acting in parallel with UTX and JMJD3 to 
demethylate the repressor H3K27me3 while the 
repressive chromatic state is set by PRC2 mediated 
recruitment of RBP2 (JARID1), which will 
demethylate the permissive H3K4me3 histone 
modification [30, 90, 92]. Trithorax (TrxG) and 
Polycomb (PcG) groups of proteins are essential 
to establish the permissive and repressive chromatin 
states in the Hox clusters, a topic extensively reviewed 
lately [72, 90, 93]. 
As development progresses, other epigenetic 
events take place to assure the characteristic 
temporal and spatial colinearity of Hox gene 
expression and its function in cell differentiation. 
It consists of the sequential and unidirectional 
chromatin opening resulting in the expression of 
each Hox gene according to its physical location 
within the cluster [72, 90]. Such was observed,  
in mouse in vivo, for the HoxD cluster, where a 
loss of H3K27me3 and a simultaneous gain of 
H3K4me3 were shown to accompany the sequential 
HoxD gene activation during extension of the 
main body axis [72]. 
An additional level of epigenetic regulation was 
also described for Hox genes, related to chromatin 
organization and its impact in nuclear positioning 
of each gene [90]. For instance, DNA looping was 
shown to correlate with the temporal expression 
of the HoxB cluster. Reports have shown that 
Hoxb1 loops out in cells of the r4 hindbrain
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

HoxA promoters has been associated with an 
induction of gene expression in that cluster [98]. 
In another study, promoter hypomethylation, open 
chromatin, and transcriptionally permissive histone 
modification were also proven to increase HOXD9 
expression in Melanoma Brain Metastasis (MBM) 
[99]. Hypermethylation is also involved in Hox 
gene expression control, as a study performed in 
oral squamous cell carcinoma (OSCC) reported 
the identification of hypermethylated Hox genes 
from all 4 human clusters. This hypermethylated 
state, for HOXB genes and HOXB4 in particular, 
was associated with repression of expression 
[100]. Interestingly, Branciamore and colleagues 
explored the evolutionary pressure acting upon 
CpG islands located in the gene body, detecting 
very little CpG depletion for Hox genes and other 
transcriptional factors, in a marked contrast with 
what happened in most coding regions [96]. 
Therefore, they suggested that this pro-epigenetic 
selection of intragenic CpGs in Hox genes could 
be involved in important regulatory circuits 
during development [96].  
Given the exposed above, it is not difficult to 
imagine a scenario where a collinear demethylation 
of Hox genes would accompany their expression 
during patterning of the AP body axis, acting in 
parallel with chromatin re-modulation, to ensure 
proper Hox gene expression, which gives us a 
hypothesis that remains to be tested in the future. 
Comparative studies regarding this issue would 
also be useful to explain the variable time of Hox 
expression found during the development of 
different vertebrate representatives [101]. 
 
4. Non-coding RNAs interfering with Hox function
Non-coding RNAs (ncRNAs), transcribed in the 
nucleus and processed in the cytoplasm, exert 
gene regulatory functions at many levels, such as 
by regulating chromatin structure [102] and 
through RNA interfering mechanisms [90]. To 
date, six different ncRNAs classes have been 
described, those being the long non-coding RNAs 
(lncRNAs), MicroRNAs (miRNAs), Piwi-
interacting RNAs (piRNAs), Small interfering 
RNAs (siRNAs), Enhancer RNAS (eRNAs) and 
Promoter-associated RNAs (PARs) [103]. A 
general feature of these ncRNAs is their low 
transcriptional level when compared to coding
 

RNAs, which points to a regulatory role within 
the cells. This has received support from data 
implicating them in development and stress response 
regulation [103]. A curious observation is that, 
unlike coding RNAs that have remained relatively 
static among the animals studied so far, ncRNAs 
are highly divergent and their number per genome 
increases along with its evolutionary history 
[103]. Regarding the biologic function: piRNAs 
are known for their role in the suppression of 
transposon activity during germ line development; 
siRNAs are involved in post-transcriptional gene 
silencing; eRNAs are potential gene transcriptional 
activators; and it has been suggested that PARs 
can act as activators and repressors of gene expression 
[103]. Despite their biological importance, these 
four classes of ncRNAs have not yet been implied 
in the transcriptional or post-transcriptional regulation 
of Hox genes: as such, we will hereafter focus on 
lncRNAs and miRNAS.  

a) Long non-coding RNAs (lncRNA) 
Two regulatory strategies have been described for 
lncRNAs-mediated control of gene expression; 
those being, by promotion of chromatin conformation 
changes and by controlling the assembly or 
activity of transcription factor complexes [104]. 
HOTAIR (Hox Antisense Intergenic RNA) is a 
classic example of an lncRNA that is involved in 
the transcriptional control of human HOXD genes, 
by induction of a closed/condensed chromatin state. 
This lncRNA is transcribed in an anti-sense fashion 
from the HOXC locus, on human chromosome 12, 
and acts in trans to repress the HOXD locus, 
located at the human chromosome 2 [105]. A 
HOTAIR 5’ domain was proven to bind to 
SUZ12, a subunit of PRC2 (Polycomb Repressive 
Complex 2), while a 3’ domain has the ability to 
bind to LSD1, a member of the CoREST/REST 
complex. This led to the proposal that HOXD 
repression by HOTAIR in human cells results from 
the recruitment of PRC2 and CoREST/REST to its 
target location, promoting the tri-methylation of 
histone H3 at lysine 27 (H3K27me3) by PCR2 and 
demethylation of H3K4me2 by CoREST/REST. 
This indicate that HOTAIR has the ability to act as 
a scaffold by providing histone modification 
enzymes with a binding site, thus facilitating HOXD 
transcriptional silencing through the establishment 
of specific histone modifications [104, 106-108]. 
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Other lncRNA that regulate human HOX gene 
expression is HOTTIP, a HOXA distal transcript 
antisense RNA [109]. This transcript is implied in 
the transcriptional activation of some of the 
HOXA genes in a way that seems to be dependent 
on gene position relatively to the HOTTIP location. 
This lncRNA facilitates chromatin de-condensation 
by interaction with WDR5-MILL complexes, 
which promote local histone H3 lysine 4 tri-
methylation (H3K4me3) [104, 107, 108]. HOTTIP 
transcription has been reported in human foreskin 
and foot fibroblasts [109], in mouse limbs at 
E13.5, and in chick limb buds, exposing a preferential 
expression of HOTTIP at distal anatomical sites 
where HoxA genes are expressed [105]. 
Mistral is yet another lncRNA that is transcribed 
from the mouse Hoxa locus and in vitro studies 
have proven that this lncRNA has the ability to 
associate to MILL1 SET by a 3’ located hairpin 
loop [105]. Mistral is transcribed from the spacer 
DNA region separating Hoxa6 and Hoxa7 in 
mouse embryonic stem cells. This ncRNA is 
implied in the transcriptional activation of those 
two genes [110] by a mechanism that seems to 
involve the recruitment of WDR5-MILL complexes 
and consequent histone H3 lysine 4 tri-methylation 
(H3K4me3) [107, 108]. A third lncRNA was 
identified in the human HOXA locus, named 
HOTATRM1, which acts in the differentiation 
process of NB4 cells into granulocytes and is also 
highly expressed in leukocytes during human 
haematopoiesis [105]. 

b) MicroRNAs (miRNAs) 
Like siRNAs, miRNAs are also post-transcriptional 
regulators of gene expression. Moreover, this type 
of ncRNA has also been implied in the regulation 
of gene expression by promoter targeting and by 
induction of translational activation [103]. Two 
examples of miRNAs that act as regulators of Hox 
gene expression are mir-10 and mir-196, located 
within the Hox clusters. These miRNAs are highly 
conserved among distinct vertebrate genomes, and 
their evolutionary history resembles that of the 
Hox clusters, suggesting a functional significance 
for mir-10 and mir-196 [111]. Mir-10 and mir-196 
are transcribed in the same orientation as Hox 
genes and are expressed in patterns that mimic the 
characteristic expression of those genes, meaning 
 

that mir-10 and mir-196 expression correlates 
with their position within the cluster [112]. 
In Zebrafish the mir-10 paralogues, near the 5’ 
genomic region of hox4 genes, have been implied 
in the repression of hoxb1a and hoxb3a in their 
posterior expression domains in the spinal cord 
[111, 113]. An interesting observation that compiles 
evidence for the importance of mir-10 is the 
discovery that, in spite the loss of the hoxdb cluster 
in zebrafish, mir-10 was retained (Figure 1; [114]). 
Mir-196, in chicken embryos, acts as an inhibitor 
of Hoxb8 in hindlimbs, preventing its induction 
by ectopic RA [112]. McGlinn et al., also proved 
that downregulation of mir-196 in chicken embryos 
cause an anterior expansion of Hoxb8 expression 
and a concomitant homeotic transformation of the 
last cervical vertebra into a thoracic identity [115]. 
This data indicates that miRNAs are an important 
element in the gene regulatory machinery. However, 
miRNAs seem to be implied in the fine-tuning of 
gene expression during development rather than 
being a determinant factor [115].  
Mir-196 is also involved in the regulation of limb 
development in zebrafish. He et al. [114] showed 
that overexpression of mir-196 in zebrafish embryos 
led to the loss of the endochondral disc and 
scapulacoracoid at the adult fin stage, through 
inhibition of the RA signalling [114]. Besides 
abnormal fin bud development, mir-196 
overexpression also caused loss of the 6th pharyngeal 
arch, loss of rostral vertebrae, homeotic aberration 
and reduced number of ribs and somites [114]. 
This miRNA is also implied in fine-tuning the 
anterior expression border of hoxb5a, hoxb5b, 
hoxb6b and hoxc6a, directly or by regulation of 
genes that are by its turn regulators of the Hox 
genes previously referred [114]. 
Additionally, other miRNAs have been implied in 
the regulation of Hox genes, such as mir-99 that 
regulates Hoxa1 transcription [116] and mir-126 
that targets the homeobox domain of Hoxa9, as 
proven in immortalized bone marrow cells [117]. 
The mir-99 family is one of the most ancient 
microRNAs families found and its origin seems to 
predate the bilaterian origin [116]. Chen et al. 
[116], reported that mir-99 target two binding 
sequences located at human HOXA1 mRNA, 
leading to down-regulation of this gene [116].  
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the players involved in these regulatory processes 
remains available only for a select number of 
model organisms. 
Concerning the cis-regulatory elements, the most 
striking observation coming out of the functional 
studies presented here is the complexity of these 
regulatory networks, which need to act in a strict 
coordinated way to regulate the expression of Hox 
genes throughout development. Indeed, sets of 
promoters and enhancers are selectively recruited 
in each tissue, probably involving the action of 
insulators, to drive expression of a particular Hox 
gene or group of genes. Exploring the cis-regulatory 
architecture of Hox genes across vertebrates will 
certainly yield invaluable insight on how Hox-
associated CREs contributed to the current 
morphological characteristics of each lineage, and 
consequent habitat adaptation, as hinted by the 
works of Anand et al. and Di-Poi et al. [33, 71]. 
Additionally several trans-regulators, epigenetic 
mechanisms and ncRNAs have been described as 
crucial orchestrators of the transcriptional or post-
transcriptional regulation of Hox genes within 
each cell. The information presented in this review, 
with a focus on vertebrates, show how these 
trans-regulatory mechanisms contribute to the 
expression pattern of Hox genes along animal 
body and appendages. However, it remains 
unexplored at what phylogenetic timepoints each 
of these trans-regulatory elements was recruited 
for the regulation of Hox genes. The characterization 
of putative transcriptome changes caused by 
different trans-regulatory mechanisms, may 
contribute to our understanding of the evolution of 
vertebrate features, such as the axial skeleton, 
jaws or limbs. It is relevant to point out the 
particular importance that ncRNAs may have 
assumed during the evolution of vertebrates, not 
only because of their multifaceted regulatory 
function, but also because of their high divergence 
even among related species, providing a mechanistic 
way to explain small body variations among closely 
related taxa. Moreover, epigenetic events such as 
DNA methylation, demethylation and remodelling 
may provide explanations for the collinear 
behaviour of the Hox clusters found in bilaterians. 
Taken together, the information presented in this 
review, reveals that research on the regulation of  
 

The examples presented above show that Hox 
gene regulation is controlled, by ncRNAs, at 
various levels. Recently, in a report by Chan et al. 
[118], it is hinted that the transcriptional regulation 
exerted by ncRNAs might be more complex [118]. 
In the paper, this team explored the expression 
pattern of some of the seven mouse ncRNAs, 
derived only from the Hoxb3 locus, and found that 
they might have multiple functions, such as 
regulation of protein translation, control of gene 
transcription by binding to enhancer sequences, 
and post-transcriptional suppression of Hoxb3 sense 
transcripts [118]. This report suggests that Hox gene 
regulation driven by ncRNAs is probably more 
complex than what was previously thought and sets 
the focus on the importance of their characterization 
in different animals and/or developmental processes. 
 
5. Concluding remarks 
The data collected from multiple studies on the 
role of Hox genes during development demonstrate 
their unequivocal involvement in the anteroposterior 
determination of bilaterian structures [25]. These 
transcription factors act directly or indirectly upon 
other genes/signalling pathways modulating crucial 
cellular events such as cell death, affinity and 
proliferation, which in turn lead to the determination 
of body structure. Given the major importance of 
Hox genes for embryonic development, the existence 
of a precise transcriptional and post-transcriptional 
regulation, acting in a time and space specific 
manner is not surprising. 
The first efforts to understand these mechanisms 
started in the late 1980s and lead to the discovery 
of various regulatory mechanisms, as shown in 
this review, that are comprised of: cis-regulatory 
elements (that act either as promoters, enhancers 
or insulators); trans-acting factors (comprising 
several transcription factors, Hox genes included, 
and RA); epigenetic mechanisms (such as histone 
modifications, chromatin remodelling, DNA 
methylation and nuclear positioning); and ncRNAs 
(such as lncRNAs and miRNAs). However, our 
understanding of the above-mentioned mechanisms 
is still incomplete, lacking comprehensive information 
on their mode of activation, coordination and 
function. Moreover, the genomic localization of 
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Hox genes has largely contributed to our overall 
understanding of the gene regulatory networks. 
This review also highlights the importance of 
gene regulatory mechanisms in the evolution of 
the developmental processes. In the future, greater 
understanding of their intricate regulation will 
certainly yield new insights on the evolution of 
the morphological complexity of vertebrates. 
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